Linear Algebra II February 20, 2007

Practice Exam 2006/7 (Toal: 140pts)

In the following you may quote the following theorems, but when you use Theorem 1
clarify which item (a) - (d) is applied.

Theorem 1 Let V be an n-dimensional vector space, and S a set of vectors in V.

(a) Suppose S has exactly n vectors. Then S is linearly independent if and only if S
spans V.

(b) If S spans V' but not a basis for V, then S can be reduced to a basis for V by
removing appropriate vectors from S.

(c) If S is linearly independent that is not already a basis for V', then S can be enlarged
to a basis of V' by inserting appropriate vectors into S.

(d) If W is a subspace of V', then dim(W') < dim(V'). Moreover if dim(W) = dim(V'),
then W = V.

Theorem 2 If u and v are vectors in a real inner product space, then
[(u, v)| < [[ul[[|v]]
Equality holds if and only if w and v are linearly dependent.

1. Prove the following proposition.

Proposition. Let S = {vy,vs,...,v,} be a nonempty set of vectors.
Then the following are equivalent.

(a) S is a linearly independent set.

(b) For each vector v, kjv; + kovy + -+ + kv, = v has at most one
solution, i.e., if

kivy + kovo + - - - + kyv, = Koy + kyvg + - - + kLo,
then klzkﬁll,k’gzk’é,...,k}:k‘;.

2. Let T : R* — R? be a linear transformation and A = [T] the standard matrix of T
given below. Let N = Ker(7), C = Im(T), and let vy, vs, v3 be as follows.

110 1 1 —1
A=110 0 5|, vi=| 5|, va=1]10|,v3=] —1
0 8 4 4 16 2

(Note that C' = R(T) in the textbook.)

(a) Find a basis of V.

(b) Find a basis of C' consisting of column vectors of A.
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(c¢) Find an orthogonal basis of C' with respect to the usual Euclidean inner prod-
uct.

(d) Show that S = {v;, v, v3} is a basis of R”.
(e) Determine whether or not v is in C.

(f) Let B = {ei, ey, e3} be the standard basis of R*. Find [I]s.5, where I : R —
R? (x — x) (the identity operator).

(g) Find [T]s, the matrix for 7" with respect to the basis S.
3. Recall the definition of an inner product:

An inner product on a real vector space V is a function that associates
a real number (u, v) with each pair of vectors w and v in V' in such a way
that the following axioms are satisfied for all vectors u,v and z in V' and
all scalars k.

(a) (u,v) = (v,u) (Symmetry axiom)

(b) (u+wv,2z) = (u,z) + (v, z) (Additive axiom)

(¢) (ku,v) = k{u,v) (Homogeneity axiom)

(d)

(a) The condition (d) is missing in the definition of an inner product above. State
it.

(b) Give an example of an inner product on a real vector space, which is differ-

ent from the usual Euclidean Inner Product, and show that it satisfies the
conditions above.

(c¢) In an inner product space V, show
d(u,v) < d(u,w) + d(w,v) foral u, v, weV.

4. Let V be an n-dimensional vector space, W; and W5 subspaces of V. Set U =
{w; + ws | wy € Wp and wy € W}, (U is often denoted by Wy + Ws.)
(a) Show that W =W, NWy ={w | w € W; and w € W5} is a subspace of V.
(b) Show that U is a subspace of V.

(c) Show that there is a set of vectors

S = {wla W, ..., W, Wsy1, Wsy2, ..., Wyt Weip41, Weit42, - - - aws-‘y—t-‘r’r}

of V satisfying the following conditions.
i. {wy,wq,...,w,} is a basis of W =W, N Wy,
. {wy, wa, ..., W, Wei1,Wsia,...,Ws} is a basis of Wy; and
. {wy,ws, ..., Ws, Wsii11, Wsitia,. .., Wsieir) 1S a basis of Wh.
(d) Show that U = Span(S).
(e) Show that S is a basis of U.

Problem 4 proves that dim(W; + Ws) = dim(W;) 4+ dim(Ws) — dim(W; N Wa).



Linear Algebra II February 20, 2007

Solutions to Practice Exam 2006/7

In the following you may quote the following theorems, but when you use Theorem 1
clarify which item (a) - (d) is applied.

Theorem 1 Let V' be an n-dimensional vector space, and S a set of vectors in V.

(a) Suppose S has exactly n vectors. Then S is linearly independent if and only if S
spans V.

(b) If S spans V' but not a basis for V, then S can be reduced to a basis for V by
removing appropriate vectors from S.

(c) If S is linearly independent that is not already a basis for V', then S can be enlarged
to a basis of V' by inserting appropriate vectors into S.

(d) If W is a subspace of V', then dim(W) < dim(V'). Moreover if dim(W) = dim(V'),
then W =V.

Theorem 2 If u and v are vectors in a real inner product space, then
[(u, v)| < [luflf|lv]]
Equality holds if and only if w and v are linearly dependent.
1. Prove the following proposition.

Proposition. Let S = {vy,vs,...,v,} be a nonempty set of vectors.
Then the following are equivalent.

(a) S is a linearly independent set.

(b) For each vector v, kjv; + kovy + -+ + kv, = v has at most one
solution, i.e., if

kivy + kovg + -+ - + kv, = Kjvg + kyvs + -+ - + kLo,
then ky =K}, ko =K, ... k. = kL.
Sol. (a)=-(b): Suppose
kivy + kyvg + -+ ko, = Koy + kv + -0+ ko,
Then by subtracting the right hand side from the left,
(k1 — K)oy + (ke — ky)va + -+ + (k, — k)v, = 0.
By (a), ki1 — k] = ke — kb =--- =k, — k. =0. Hence ky = k|, ko = kb, ... k, = k..

(b)=(a): Suppose
kyvy + kovs + -+ - + kv, = 0.

Then

k:lvl—l—k:gvg—l—---—l—k:rvr:0'01—|—0'vg+---+0v,,
as the both hand sides are zero. By (b), ky = ko = --- =k, = 0 and {vy,vs,...,v,}
is linearly independent. [ ]



2. Let T: R* — R? be a linear transformation and A = [T the standard matrix of T
given below. Let N = Ker(7), C' = Im(7'), and let vy, vy, v3 be as follows.

~1 1 0 1 1 ~1
A=110 0 5|, vi=| -5 |, vo=]10 |, v3=1 —1
0 8 4 4 16 2

(Note that C'= R(T) in the textbook.)

(a)

Find a basis of N.

Sol. Since
-1
0=T(x)=Az=| 1

10
0 0 5
0 8 4

N ey

by solving the equation we get [z,y, 2|7 = t[-1, —1,2] = tvs. Hence {v3} is a
basis. (Note that a set of one nonzero vector is always linearly independent. In
addition, in this case all solutions above, i.e., the vectors in N can be written
as a scalar multiple of vs, {v3} is a basis. One can choose any other nonzero
scalar multiple of v3 as a basis vector.) ]

Find a basis of C' consisting of column vectors of A.

Sol. By (a) nullity(7T") = 1 and rank(7") = 3 — nullity(7") = 2. And Im(7T") =
(C)(A). (If A= [ay,as,as], then by (a), —a; —as+3as = 0 and three column
vectors are linearly dependent. So rank(7") < 2.) Since {a;,as} is clearly
linearly independent, it forms a basis of Im(7") = R(T") = C(A). u

Find an orthogonal basis of C' with respect to the usual Euclidean inner prod-
uct.

Sol. Since {aj,as} is a basis of C, {a;,ay — ﬂéﬁ’?aﬁ is an orthogonal
basis, where
1 -1 100,101
1
SN .V (R (T T
l|la| 8 101 0 8

Show that S = {v1, vy, v3} is a basis of R”.

Sol. Since dim(R?) = 3, it suffices to show that S is linearly independent.
Let B = [vy,v9,v3]. If S is linearly dependent, zv; + yvs + zv3 = 0 has a
nonzero solution. Hence Bx = 0 has a nonzero solution. But det(B) = 162 #
0. Hence B is invertible. So & = 0 and S is linearly independent. (One can
show the same by solving the linear equation.) [ ]

Determine whether or not w3 is in C.

Sol. This can be shown by showing that the linear equation za; + yas = v3
is inconsistent, i.e., it does not have a solution. But observe that Av; = —6wv,,
Avy = 9vy and Avy = 0. So —6w; and 9v,, hence vy, v are in C = Im(T).
Since rank(7T') = 2, it is impossible for C to contain vs, as S is a basis of R®. m



(f) Let B = {ej, e, €3} be the standard basis of R*. Find [I]g 3, where [ : R* —
R? (z — x) (the identity operator).
Sol.

2/9 -1/9 1/18
[I]s,5 = [le1]s, [es]s, [es]s] = B~ = 1/27 1/27  1/27
—20/27 —2/27 5/54

Note that to find [e1]s, we need to express e; as a linear combination of S.
Hence we need the solution of Bx = e,. So © = B 'e;, which is the first
column of B~!. Similarly [es]s is the second column of B~ and [es]s the

third. [ |
(g) Find [T]g, the matrix for 7" with respect to the basis S.
Sol. As we have seen above, Av; = —6vy, Avy = 9v5 and Avsz = 0. Hence
—6 0 0
[T]s = [[T'(v1)]s, [T(v2)]s, [T'(v3)]s] = [[-6v1]s, [Iv2]s, [0]s] = | O 9 O |. m
0 0 0

3. Recall the definition of an inner product:

An inner product on a real vector space V' is a function that associates
a real number (u, v) with each pair of vectors w and v in V' in such a way
that the following axioms are satisfied for all vectors w,v and z in V' and
all scalars k.

(u, z) + (v, z) (Additive axiom)
(¢) (ku,v) = k{u,v) (Homogeneity axiom)

(d

(a) The condition (d) is missing in the definition of an inner product above. State
it.
Sol. (v,v) >0 and if (v,v) = 0 if and only if v = 0. u

(b) Give an example of an inner product on a real vector space, which is differ-
ent from the usual Euclidean Inner Product, and show that it satisfies the
conditions above.

Sol. In R", (u,v) = 2u’ - v is a inner product. (a)-(d) are easily checked. m

(¢) In an inner product space V', show
d(u,v) < d(u,w) + d(w,v) forall u, v, weV.
Sol. By definition it is equivalent to the following.

lw =2 < lu —w| + [[w -]



Set a =u —w and b = w — v. Since a + b = u — v, it suffices to show that
la +b|| < [la]| + [|b]], or la+b|* < (lal| + [|b]])*. Now

(lall + l1B[)* - lla + b]|*
= lal* +2[al[bll + [IB]* - (@ + b,a + b)
= lal* +2lal|bll + IB]* — (la]l* + 2(a, b) + [|b]]*)
= 2([al[[[b] - (a,b)) =0

by Theorem 2. Hence we have shown the inequality. ]

4. Let V be an n-dimensional vector space, W; and W5 subspaces of V. Set U =
{w; + ws | wy € Wp and wy € W}, (U is often denoted by Wy + Ws.)

(a) Show that W =W, NW,y = {w | w € W) and w € W} is a subspace of V.

Sol. Let u,v' € Wy NW,. Then w,u € W; and u,u’ € W,. Since W; and
Wy are subspaces, u +u' € Wi, u+ u € W;. Hence u + v € Wiy N Ws.
Similarly ku € W and ku € W, for all scalars k. Hence ku € Wi N Ws.
Therefore, W) N W is a subspace. (See Theorem 3.2.) u

(b) Show that U is a subspace of V.

Sol. Let u,u € U. Then there exist wy,w}] € Wi and ws, w), € W, such
that v = w; + w, and ' = w) + w). Since wy, w) € W; and ws, w), € W,
and W, and W; are subspaces, w, +w| € Wi, wy +w), € Ws. Hence u+u' =
(wy + w)) + (wy + wh) € U. Similarly ku = kw, + kwy € U as kw, € W)
and k’lUQ € WQ. |

(c) Show that there is a set of vectors

S = {w17w27 ey Wy, Wy, Wt 2, - ooy W, Wit 1, Wity 2, - - - 7ws+t+7’}

of V satistying the following conditions.
i. {wy,wq, ..., w,} is a basis of W = W, N Wy,

. {wy, w, ..., W, Wi, Wsia, ..., Ws} is a basis of Wy; and

. {wi, wa, ..., Ws, Wyiyi1, Wsipio, ..., Wsiprr} 1S @ basis of Wh.

Sol. Since W, Wy, W5 are all subspaces of V', these spaces are finite dimen-
sional by Theorem 1 (d), and these have bases. First take a basis {w1, wo, ..., ws}
of W. (i). Since W C W1, and {w1, ws, ..., ws} is linearly independent, it can
be enlarged to a basis of W) by inserting appropriate vectors w1, Wqyis, ..., Weyiy
into {wy, ws, ..., ws}. We applied Theorem 1 (c¢). Hence (ii). The condition
(i) is similar by inserting wgys1, Wsytro,-- -, Wsiiir- ]

(d) Show that U = Span(S).
Sol. Every vector of U is a sum of a vector u; in W7 and a vector uy in
Wy, Since {wq,ws, ..., Ws, Wsi1, Wsyia,..., Wsii} C S is a basis of Wi, uy
is a linear combination of these vectors and hence it is in Span(S). Similarly
us € Span(S). Since Span(S) is a subspace (Theorem 3.4), u; + uy € Span(S)
and U C Span(S). Since S C U, and U is a subspace, Span(S) C U. We have
U = Span(S). |



(e) Show that S is a basis of U.
Sol. It suffices to show that S is linearly independent. Suppose

0=aqw; +awy+---+ AsWs + As11Wsy1 + As12Wsy2

F o F s Ws iy + Qsqp i 1Ws 41 T Ospp2Wsipyo + 0 + Qo b Ws g
Consider

AW + QW2 + -+ + QW5 + Qs 1 W1 + Qsp2Wst2 + 0 + Qs Wyt
= —(Os 1 Woipg1 + Qo Woipgo + -+ Qs rWogypy).
Since the left hand side is in W; and the right hand side is in W, it is in

W = WiNW,. So it can be written as a linear combination of {w;, ws, ..., w;}.
Set

1wy + GWwy + - + AsWs + Qs 1Wst1 + AsoWsio + 00 + Qs Wy
= (A1 Wegi1 + QsppqoWoiigo + -+ QoppirWepiyr)
= QWi+ QW+ -+ CW;,.

By the uniqueness of expression in W; proved in Problem 1, by equating the
first line with the third line, we have a;11 = a5.9 = -+ = a5y = 0. Now we
have

AWy + GeWs + - -+ + AW + Qs 1Wsi1 + AspoWsio + -+ + AspWsyy = 0

and a1 =g =+ = Qs = Qg1 = Qg9 =+ = sy = 0 as
{wi,ws, ..., W, Wy, Wsi2,...,Wsi} is a basis of W) and is linearly inde-
pendent. [

Problem 4 proves that dim(WW; + Wy) = dim(W;) + dim(Ws) — dim(W; N Ws).



